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https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/877202/Magenta_Book_Annex_A._Analytical_methods_for_use_within_an_evaluation.pdf
https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/877202/Magenta_Book_Annex_A._Analytical_methods_for_use_within_an_evaluation.pdf
https://thatsaclaim.org/
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https://www.3ieimpact.org/blogs/be-careful-what-you-wish-cautionary-tales-using-single-studies-inform-policymaking


 13 
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Kotvojs, F. and Carolina Lasambouw, C. nd, MSC: Misconceptions, Strengths and Challenges.   (a good summary). Available free on the internet 
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Mill, J. S. 1843, A System of Logic Ratiocinative and Inductive, 8th edn. New York: Harper and Brothers.   (Mill proposes 3 criteria for testing 

causal relationships: association, temporal order; and non-spuriousness) 
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http://www.testingtreatments.org/key-concepts-for-assessing-claims-about-treatment-effects/?nabm=1


 17 

Network of Networks on Impact Evaluation, 2009, Impact Evaluations and Development – NONIE Guidance on Impact Evaluations.   (a review 

of the methods commonly used by development agencies). Available free on the net at: http://www.worldbank.org/ieg/nonie/guidance.html 
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Nobbs, J. 2021, The Problem with Observational Studies (Epidemiology), (makes some good points). Blog at: 

https://www.jeffnobbs.com/posts/the-problem-with-observational-studies-epidemiology 

 
Noble, J. et al, 2020, Understanding Impact – Using your theory of change to develop a measurement and evaluation framework, NPC. 
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http://abtassociates.com/Perspectives/March/When-Is-Randomization-Right-for-Evaluation 

 

Peck, L. 2020, Experimental evaluation design for program improvement, Sage.   (this book explains how experiments can be used to unpack the 
block box of interventions, a good reference for evaluators) 
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